Homework 6 of Optimization-2024”

Peng Li*

April 27, 2024

Requirement: Please write the answers in English.

Reference Textbook: [1]“Stephen Boyd and Lieven Vandenberghe, “Convex optimiza-
tion”, 2th Edition, 2013.

[2] XUFEVE, Fo¥E, 2R, O, efiifh: 8@, ByhSENS, Mm% HE ki, 2020.

Refer Books: [3] Simon Foucart, Holger Rauhut, A Mathematical Introduction to Com-
pressive Sensing, Springer, 2013.

1. (40 points)

(i) Please solve the proximal of {o norm f(x) = ||x|[1 = >_7_; |;|. Tips: You can solve
it by Moreau decomposition and the projection on the ¢; ball.

(ii) (Example 8.1 of [2])Please compute the proximal operator of f(x) = —3""_| Inx;.

(ili) (8.4 of [2])Please compute the proximal operator of f(X) = —Indet(X), where
dom(f) ={X:X > O}.

2. (30 points)Please solve the following low-rank matrix recovery problem via Proximal
Gradient descent )
in  A|X|. + = [ A(X) — b3
min XX+ o AX) - bl
where b = A(Xo) = ((Aj,Xo))2; with A; € R"*"2 with m = O((n1 + n2)r), and || - [|.
is the nuclear norm.
3. (30 points)Given the convex problem miny ||x[|1, s. t. [|[A*(Ax — b)||ec < &, where
A* € R™™ isg the transpose of the matrix A € R™*™ with m < n. Please design an
solving algorithm based on dual algorithm. You should give the iterated scheme in detail.
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