Homework 5 of Optimization-2024”

Peng Li*

April 13, 2024

Requirement: Please write the answers in English.

Reference Textbook: [1]“Stephen Boyd and Lieven Vandenberghe, “Convex optimiza-
tion”, 2th Edition, 2013.

[2] XUFEVE, Fo¥E, 2R, O, efiifh: 8@, ByhSENS, Mm% HE ki, 2020.

1. (30 points)Please solve the following low-rank matrix recovery problem via Project
Gradient descent

: 1 2
iS40 — bl
where b = A(Xo) = ((A;,X0))JL; with A; € R™*" with m = O((n1 + ng2)r). Please
refer to the following paper.

[Jain P, Meka R, Dhillon I. Guaranteed rank minimization via singular value projec-
tion[J]. Advances in Neural Information Processing Systems, 2010, 23.]

2. (30 points)(Exercises 2.13 of the textbook [2])Please give the statement of the sub-
gradient of the following functions:

(a) f(x) = [[Ax = b2 + [Ix]l2;

(b) f(x) = infy [|Ay — x||co, X EAT UMEEAEL ISy, #15|Ay — x|l = f(x). (Please
refer to Example 2.16 of the textbook [2])

3. (40 points)Please solve the real phase retrieval problem via Newton Method. Con-
sider the problem

min 100 = 503 ((a,° 1)
j=1

x€eR” 2m

where b; = (aj, x0>2 and a; € R", j =1,...,m are Gaussian random measurements with
m > O(nlogn). Please refer to the following paper.

[Gao Bing, Xu Zhiqiang. Phaseless recovery using the Gauss - Newton method. IEEE
Transactions on Signal Processing, 2017, 65(22): 5885-5896.]
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