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1. (50 points) Low-rank Matrix Recovery. Given the observation b = A(X0) + e ∈
Rm, where the mapping A(X) = (〈Aj ,X〉)mj=1 for any matrix X ∈ Rn1×n2 and m <
min{n1, n2}, e ∈ Rm is the possible error or noise. We aim to recover the unknown low-
rank matrix X0 from the observations b. Consider the matrix regularized least absolute
deviation (Matrix RLAD) model

min
X
‖A(X)− b‖1 + λ‖X‖∗.

where ‖·‖∗ is the nuclear norm and ‖·‖1 is the `1 norm. Please design an solving algorithm
based on ADMM and give the closed solution of each subproblem.

2. (50 points) Robust PCA. Given the observation b = A(L0 + S0) + e ∈ Rm, where
the mapping A(X) = (〈Aj ,X0〉)mj=1 for any X ∈ Rn1×n2 and m < min{n1, n2}, e ∈ Rm is
the possible error or noise. We aim to recover the unknown low-rank matrix L0 and sparse
matrix S0 from the observations b. Consider the Matrix Lasso model with two variables

min
L,S

1

2ρ
‖A(L + S)− b‖22 + λ‖L‖∗ + ‖S‖1.

where ‖·‖∗ is the nuclear norm and ‖·‖1 is the `1 norm. Please design an solving algorithm
based on ADMM and give the closed solution of each subproblem.
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