
Homework 2 of Optimization (4th Week)-2024”

Peng Li ∗

March 16, 2024

Requirement: Please write the answers in English.
Reference Textbook: [1]“Stephen Boyd and Lieven Vandenberghe, /Convex optimiza-

tion”, 2th Edition, 2013.
[2] 4Ó�, rò, o]¹, ©2©, �`z: ï�, �{�nØ, p���Ñ��,2020.
1. (30 points) (Exercises 3.18, 3.57 of the textbook [1])

(a) f(X) = tr
(
X−1

)
is convex on dom f = Sn++.

(b) f(X) = (det(X))1/n is concave on dom f = Sn++.

2. (30 points) (Exercise 2.12 of the textbook [2], Exercises 3.36 of the textbook [1])
Derive the conjugates of the following functions.

(a) Max function. f(x) = maxi=1,...,n xi on Rn.

(b) Sum of largest elements. f(x) =
∑r

i=1 x[i] on Rn.

(c) Log function of the Matrix: f(X) = − ln det(X);

3. (40 points)(Exercise 2.6 of the textbook [2])Compute the gradient of the functions
with matrix variables.

(a) f(X) = Tr
(
XTAX

)
, where X ∈ Rm×n, A ∈ Rm×m(may not symmetrix);

(b) f(X) = ln det(X), where X ∈ Rn×n and domain is {X | det(X) > 0}.
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