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1. (30 points)(Exercise 2.10 of the textbook [1]) Solution set of a quadratic inequality.
Let C' C R™ be the solution set of a quadratic inequality,

C:{xGR”|9:TA:L‘+bTx+c§O},

with A € S”,b € R", and ¢ € R. (a) Show that C is convex if A > 0. (b) Show that the
intersection of C' and the hyperplane defined by g”2 +h = 0 (where g # 0) is convex if
A+ Agg” = 0 for some A € R. Are the converses of these statements true?

2.(30 points) (Exercise 2.18 of the textbook [1]) Invertible linear-fractional functions.
Let f: R™ — R" be the linear-fractional function

f(z) = (Az +b)/ (c"z +d), domf:{x|ch+d>0}.
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is nonsingular. Show that f is invertible and that f~! is a linear-fractional mapping. Give
an explicit expression for f~! and its domain in terms of A,b,c, and d. Hint. It may be
easier to express f~! in terms of Q.

3. (40 points) convex hull/Sparse Representation of a Polytope:

Please give the Sparse Representation of a Polytope A = {x € R™ : ||x|loc < 6, |Ix|l1 <
s6}.

Reference is as follows:

[2]T. T. Cai and A. Zhang, Sparse representation of a polytope and recovery of sparse
signals and low-rank matrices, IEEE Trans. Inform. Theory, 60 (2014), pp. 122-132.
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